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Abstract. This article presents and solves the maximum parametric flow over time problem. The proposed approach consists in applying a parametric flow algorithm in the static time-space network, obtained by expanding the original dynamic network. A numerical example is presented.
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1. Introduction

The static network flow models bridges several diverse and seemingly unrelated areas of combinatorial optimization. More often in scientific writing, flow in a network refers to the flow of electricity, phone calls, email messages, commodities being transported across truck routes, or other such kinds of flow [1]. However, in some other applications, time is an essential ingredient [2]. In this instance, to account properly for the evolution of the underlying system over time, we need to use dynamic network flow models. On the other hand, a natural generalization of the maximum flow problem can be obtained by making the capacities of some arcs functions of a single parameter [5, 9]. This class of problems is known as the parametric maximum network flow problem.

In this paper, the case of the maximum parametric dynamic flow in dynamic networks is considered. The proposed approach consists in transformation the maximum flow in parametric dynamic network problem in the maximum flow parametric static network.

Further on, in Section 2 some basic dynamic network notations and terminology are presented. In Section 3 the parametric maximum flow in static network is exposed, while in Section 4 is presented the algorithm for solving the parametric maximum flow in dynamic network. In Section 5 an example is given.

In the presentation to follow, some familiarity with flow algorithms is assumed and many details are omitted, since they are straight forward modifications of known results.
2. The maximum flows in dynamic networks

Let \( G = (N, A, u) \) be a static network with the node set \( N = \{1, \ldots, l, \ldots, n\} \), the arc set \( A = \{a_1, \ldots, a_k, \ldots, a_m\}, a_k = (i, j) \) and the capacity function \( u : A \to \mathbb{R}^+ \), where \( \mathbb{R} \) is real number set.

To define the maximal static flow problem, we distinguish two special nodes in the static network \( G = (N, A, u) \): a source node 1 and a sink node n.

Let \( N \) be the natural number set and let \( H = \{0, 1, \ldots, T\} \) be sets of periods, where \( T \) is a finite time horizon, \( T \in \mathbb{N} \). Let us state the transit time function \( h : A \times H \to \mathbb{N} \) and the time capacity function \( u_k : A \times H \to \mathbb{N}^{+} \), where \( h(i,j; t) \) represents the transit time of arc \((i, j)\) at time \( t \), \( t \in H \) and \( u_k(i,j; t) \) represents the capacity (upper bound) of arc \((i,j)\) at time \( t \), \( t \in H \).

The maximal dynamic flow problem for \( T \) time periods is to determine a flow function \( f_k : A \times H \to \mathbb{N} \), which should satisfy the following conditions in dynamic network \( G_h = (N, A, h, u) \):

\[
\sum_{t=0}^{T} \left( \sum_i f_k(i,j; t) - \sum_j f_k(k,i; \tau) \right) = v_H, \quad (2.1.a)
\]

\[
\sum_j f_k(i,j; t) - \sum_i f_k(k,i; \tau) = 0, \quad i \neq 1, n, t \in H, \quad (2.1.b)
\]

\[
\sum_{t=0}^{T} \left( \sum_j f_k(n,j; t) - \sum_i f_k(k,n; \tau) \right) = -v_H, \quad (2.1.c)
\]

\[0 \leq f_k(i,j; t) \leq u_k(i,j; t), \text{ for all } (i,j) \in A \text{ and for all } t \in H \quad (2.2)\]

\[
\max v_H, \quad (2.3)
\]

where \( \tau = t - h(k, i; \tau) \), \( v_H = \sum_{t=0}^{T} v(t) \), \( v(t) \) is the flow value at time \( t \) and \( f_k(i,j; t) = 0, (i,j) \in A, t \in \{T - h(i,j; t) + 1, \ldots, T\} \).

In other words, a dynamic flow \( f_k \) from 1 to n is any flow \( f_k \) from 1 to n in which not more than \( u_k(i,j; t) \) flow units starting from node \( i \) at time \( t \) and arriving at node \( j \) at time \( t + h(i,j; t) \), for all arcs \((i,j)\) and all \( t \). Note that in a dynamic flow, units may be departing from the source at time \( 0, 1, \ldots, T' \), \( T' < T \). A maximum dynamic flow for \( T \) time periods from 1 to n is any dynamic flow from 1 to n in which the maximum possible number of flow units arrive at the sink node \( n \) during the first \( T \) time periods.

We will show how to transform the maximum dynamic flow problem in the dynamic network \( G = (N, A, h, u_k) \) into a static flow problem on a static network \( G_H' = (N_h', A_h', u_H) \), called the reduced expanded network.

For a given dynamic network \( G_h = (N, A, h, u_k) \), we form the expanded network \( G_H = (N_h, A_h, u_H) \) as follows. We make \( T+1 \) copies \( i_t, t = 0, 1, ..., T \) of each node \( i \) in \( G_h \). Node \( i_t \) in \( G_H \) represents node \( i \) in \( G_h \) at time \( t \). For each \( (i,j) \) in \( G_h \), there are arcs \((i_t, j_{t'})\), \( \theta = t + h(i,j; t), t = 0, 1, ..., T - h(i,j; t) \) with capacity \( u(i_t,j_{t'}) = u_k(i,j; t) \) in \( G_H \). The arc \((i_t, j_{t'})\) in \( G_H \) represents the potential movement of a commodity from node \( i \) to node \( j \) in time \( h(i,j; t) \). The number of nodes in \( G_H \) is \( n(T+1) \), and number of arcs is limited by \( m(T+1) -
\[ \sum_{A} \bar{h}(i, j), \text{ where } \bar{h}(i, j) = \min \{h(i, j, 0), \ldots, h(i, j; T)\}. \]

It is easy to see that any dynamic flow in dynamic network \( G_h \) is equivalent to a static flow in static network \( G_H \) from the source nodes \( l_0, l_1, \ldots, l_T \) to the sink nodes \( n_0, n_1, \ldots, n_T \), and vice versa.

We can further reduce the multiple source, multiple sink problem in network \( G_H \) to the single source, single sink problem by introducing a supersource node \( 1^* \) and a supersink node \( n^* \) constructing superexpanded network \( G'_H = (N'_H, A'_H, u'_{H}) \), where \( N'_H = N_H \cup \{1^*, n^*\} \), \( A'_H = A_H \cup \{(1^*, 1_t)|t = 0, 1, \ldots, T\} \cup \{(n_t, n^*)|t = 0, 1, \ldots, T\} \), \( u'_H(i, j) = u_H(i, j_0) \) for all \((i_t, j_0) \in A_H, u'_H(1^*, 1_t) = u'_H(n_t, n^*) = \infty, t = 0, 1, \ldots, T\).

Now, we construct the reduced expanded network \( G''_H = (N''_H, A''_H, u''_H) \) as follows. We define the function \( h^*, h^*: A''_H \to \mathbb{N}, h^*(1^*, 1_t) = h^*(n_t, n^*) = 0, t = 0, 1, \ldots, T, h^*(i_t, j_0) = h(i_t, j_t), t = 0, 1, \ldots, T - h(i_t, j_t) \). Let \( d^*(1^*, i_t) \) be the length of the shortest path from the source node \( 1^* \) to the node \( i_t \) in network \( G''_H \) and \( d^*(i_t, n^*) \) the length of the shortest path from node \( i_t \) to the sink node \( n^* \), with respect to \( h^* \). The computation of \( d^*(1^*, i_t) \) and \( d^*(i_t, n^*) \) for all \( i_t \in N''_H \) is performed by means of the usual shortest path algorithms. In network \( G''_H \) we rewrite the nodes \( 1^* \), \( n^* \) by \( 1' \) respectively \( n' \). We have \( N''_H = \{1', n'\} \cup \{i_t|i_t \in N_H, d^*(1^*, i_t) + d^*(i_t, n^*) \leq T\}, A''_H = \{(1', 1_t)|d^*(1', 1_t) \leq T\} \cup \{(n_t, n')|d^*(1', n_t) \leq T\} \cup \{(i_t, j_0)|i_t \in A_H, d^*(1^*, i_t) + h^*(i_t, j_0) + d^*(j_0, n^*) \leq T\} \) and \( u''_H \) is restriction of \( u'_H \) at \( A''_H \).

It is easy to see that the network \( G''_H \) is always a partial subnetwork of \( G'_H \). Since an item released from a node at a specific time does not return to that location at the same or an earlier time, the networks \( G_H, G'_H, G''_H \) cannot contain any circuit, and are therefore acyclic always.

In the most general dynamic model, the parameter \( h(i) = 1 \) is waiting time at node \( i \), and the parameter \( u(i, t) \) is defined as the capacity of the node \( i \), which represents the maximum amount of flow that can wait at node \( i \) from time \( t \) to \( t+1 \). This most general dynamic model is not discussed in this paper.

The maximum dynamic flow problem for \( T \) time periods in dynamic network \( G_h \) formulated in conditions (1), (2), (3) is equivalent to the maximum static flow problem in static network \( G'_H \) as follows:

\[
\sum_{j_0} f'(i_t, j_0) = \sum_{k_0} f'(k_0, i_t) = \begin{cases} 
0', & i_t = 1', \\
0, & \text{for all } i_t \neq 1', n', \\
-v', & i_t = n'.
\end{cases} 
\]

\[ 0 \leq f'(i_t, j_0) \leq u'(i_t, j_0), \text{ for all } (i_t, j_0) \in A'_H, \]

\[ \max v', \]

where by convention \( i_t = 1' \) for \( t = 1 \) and \( i_t = n' \) for \( t = T+1 \). For more details we recommend the works [2], [3], [5], [6], [10].

3. The maximum flow in parametric static networks

A natural generalization of the maximum flow problem in static networks can be obtained by making the capacities of some arcs functions of a single parameter. Since the maximum
flow value function in a parametric network is a continuous piecewise linear function of the parameter, the parametric maximum flow problem can alternately be defined as to find all the breakpoints and their corresponding maximum flows and minimum cuts. Hamacher and Foulds [5] investigated an approach for determining in each iteration an improvement of the flow defined on the whole interval of the parameter while for the same problem Ruhe [9] proposed a piece-by-piece approach, computing at each step a maximum flow to be added to the current flow in order to preserve its maximally for greater parameter values. Parpalea and Ciurea [8] presented an algorithm for the maximum flow problem in static networks with constant lower bounds and linear upper bound functions of a single parameter.

The approach presented in this section was proposed in [8]. A static network $G = (N, A, u)$ with the upper bounds $u$ of some arcs $(i, j) \in A$ functions of a real parameter $\lambda$ is referred to as a parametric static network and is denoted by $G = (N, A, \bar{u})$. The upper bound function (capacity function) $\bar{u}: A \times \mathbb{R}^+ \rightarrow \mathbb{R}^+$ is defined by relation:

$$\bar{u}(i, j; \lambda) = u_0(i, j) + \lambda \cdot U(i, j), \lambda \in [0, \Lambda] = I$$

(3.1)

where $U: A \rightarrow \mathbb{R}$ is parametric part of the upper bound function $\bar{u}$ and $u_0: A \rightarrow \mathbb{R}^+$ is non parametric part of the function $\bar{u}(\bar{u}(i, j; 0) = u_0(i, j), (i, j) \in A)$. The $U(i, j)$ must satisfy $U(i, j) \geq -u_0(i, j)/A, (i, j) \in A$.

The maximum flow problem in parametric static network $G = (N, A, \bar{u})$ is to compute all maximum flows for every possible value of $\lambda$ in $I$:

$$\sum_j \bar{f}(i, j; \lambda) - \sum_k \bar{f}(k, i, \lambda) = \begin{cases} \bar{v}(\lambda), & i=1 \\ 0, & i \neq 1, n \\ -\bar{v}(\lambda), & i=n \end{cases}$$

(3.2.a)

(3.2.b)

(3.2.c)

$$0 \leq \bar{f}(i, j; \lambda) \leq \bar{u}(i, j; \lambda), (i, j) \in A,$$

(3.2.d)

$$\maxv(\lambda)$$

(3.3)

For maximum flow problem in parametric static network $\bar{G} = (N, A, \bar{u})$, the subintervals $J_k = [\lambda_k, \lambda_{k+1}], k = 0, ..., K$ of the parameter $\lambda$ values can be determined such as a minimum 1-n cut in the non-parametric static network $G_k = (N, A, u_k), u_k(i, j) = \bar{u}(i, j; \lambda_k)$, also to represent a minimum 1-n cut for all the parameter $\lambda$ values within the subinterval $J_k$. A parametric 1-n cut partitioning in parametric static network $\bar{G} = (N, A, \bar{u})$ is defined as a finite set of cuts $[S_k, T_k], k = 0, ..., K$ together with a partitioning of the interval $[0, \Lambda]$ of the parameter in disjoints subintervals $J_k, k = 0, ..., K$, such that $J_0 \cup ... \cup J_k = [0, \Lambda]$. It is denoted by $[S_k; J_k], k = 0, ..., K$. The capacity of a parametric 1-n cut partitioning is defined as:

$$\bar{c}[S_k; J_k] = \sum_{(S_k, T_k)} \bar{u}(i, j; \lambda), k = 0, ..., K$$

(3.4)

**Definition 3.1.** A parametric 1-n cut partitioning $[S_k; J_k]$ with the subinterval $J_k$ assuring that every cut is a minimum cut $[S_k, T_k]$ within the subinterval $[\lambda_k, \lambda_{k+1}]$ is referred to as parametric minimum 1-n cut and is denoted by $[S_k, J_k], k = 0, ... K$. 

**Definition 3.2.** For a flow \( \vec{f} \) in parametric static network \( \vec{G} = (N, A, \vec{u}) \) the parametric residual capacity \( \vec{r}(i, j; \lambda) \) of any of the arcs \((i, j) \in A\) is given by:

\[
\vec{r}(i, j; \lambda) = \bar{u}(i, j; \lambda) - \vec{f}(i, j; \lambda) + \vec{f}(j, i; \lambda) = \alpha(i, j) + \lambda \beta(i, j),
\]

(3.5)

\( \lambda \in J_k, k = 0, \ldots K \)

**Definition 3.3.** For set \( \bar{s}(i, j) = \{ \lambda | \vec{r}(i, j; \lambda) > 0 \}, (i, j) \in A \) and for a flow \( \vec{f} \) in parametric static network \( \vec{G} = (N, A, \bar{u}) \), the static network denoted by \( \vec{G} = (N, \bar{A}, \vec{r}) \), which \( \bar{A} = \{(i, j) | (i, j) \in A, \bar{s}(i, j) \neq \phi\} \) is named the parametric residual static network with respect to given flow \( \vec{f} \).

If \((i, j) \in A \) and \((i, j) \notin \bar{A} \), then \( \bar{s}(i, j) = \phi \).

**Definition 3.4.** A partly conditional augmenting directed path \( \vec{P}_k \) is a directed path \( \vec{P}_k \) from the source node 1 to sink node \( k \) in the parametric residual static network \( \vec{G} \), with the restriction:

\[
\bar{s}(\vec{P}_k) = \bigcap_{\vec{P}_k} \bar{s}(i, j) \neq \phi
\]

(3.6)

If \( k = n \), then \( \vec{P} = \vec{P}_n \) is a conditional augmenting directed path from the source node 1 to the sink node \( n \). The parametric residual capacity of a conditional augmenting directed path \( \vec{P} \) is \( \vec{r}(\vec{P}; \lambda) = \min \{ \vec{r}(i, j; \lambda) | (i, j) \in \vec{P}, \lambda \in \bar{s}(\vec{P}) \} \).

**Theorem 3.1** (Theorem of Conditional Augmenting Directed Path). A flow \( \vec{f} \) is a maximum flow in parametric static network \( \vec{G} \) if and only if the parametric residual static network \( \vec{G} \) contains no conditional augmenting directed path \( \vec{P} \).

As: If network \( \vec{G} \) contains no directed path \( \vec{P} \), then the maximum flow in network \( \vec{G} \) is computed

\[
\vec{f}(i, j; \lambda) = \max \{ \bar{u}(i, j; \lambda) - \vec{r}(i, j; \lambda), 0 \}
\]

(3.7)

If \( \vec{f} = 0 \), then obviously \( \vec{G} = \vec{G} \)

The partitioning algorithm for the parametric maximum flow (PAPMF) is presented in Figure 3.1 (see [8]):

(01) PAPMF;
(02) BEGIN
(03) \( f_0 := 0 \);
(04) compute the network \( \vec{G} \);
(05) B := \{0\}, k := 0; \lambda_k := 0;
(06) REPEAT
(07) SADP( k, \lambda_k, B);
(08) k := k + 1;
(09) UNTIL( \lambda_k = \Lambda);
(10) END.

Figure 3.1.a. Partitioning algorithm for the parametric maximum flow.
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(PAPMF)

(01) PROCEDURE SADP( k, λk, B);
(02) BEGIN
(03) compute the network \( \tilde{G}_k \);
(04) compute the exact distance labels \( \tilde{d}(i) \) in \( \tilde{G}_k \);
(05) \( p=(n+1, n+1, ..., n+1) \); \( \alpha_k(\tilde{P}) := 0; \beta_k(\tilde{P}) := 0; \lambda_{k+1} := \Lambda \); \( i:=1 \);
(06) WHILE \( \tilde{d}(1) < n \) DO
(07) IF( exists an admissible arc \( (i, j) \) )
(08) THEN BEGIN
(09) \( p(j):=i; \)
(10) \( i:=j; \)
(11) \( \text{IF}(i=n) \) THEN BEGIN
(12) \( \text{IF}(i=n) \) THEN BEGIN
(13) \( \text{RCCADP}( p, \lambda_{k+1}, B, \alpha_k(\tilde{P}), \beta_k(\tilde{P})) \);
(14) \( i:=1; \)
(15) \( \text{END;} \)
(16) \( \text{END;} \)
(17) \( \text{END} \)
(18) \( \text{ELSE BEGIN} \)
(19) \( \tilde{d}(i) := \min\{\tilde{d}(j) + 1|(i, j) \in \tilde{A}_k\} \);
(20) \( \text{IF } i \neq s \)
(21) \( \text{THEN } i:=p(i); \)
(22) \( \text{THEN } i:=p(i); \)
(23) \( \text{END;} \)
(24) \( \text{compute the flow } \tilde{f}_k; \)
(25) \( \text{add } \lambda_{k+1} \text{ to the list } B; \)
(26) \( \text{END;} \)
Figure 3.1.b. Procedure Shortest Augmenting Directed Path ( SADP )

(01) PROCEDURE RCCADP( p, \lambda_{k+1}, B, \alpha_k(\tilde{P}), \beta_k(\tilde{P}));
(02) BEGIN
(03) compute \( \tilde{P} \) based on \( p \);
(04) \( \alpha_k(\tilde{P}) := \min\{\alpha_k(i,j)|(i, j) \in \tilde{P}\} \);
(05) \( \beta_k(\tilde{P}) := \min\{\beta_k(i,j)|(i, j) \in \tilde{P}\} \);
(06) \( i:=n; \)
(07) WHILE \( i \neq 1 \) DO;
(08) BEGIN
(09) \( \text{IF}(\beta_k(p(i), i) < \beta_k(\tilde{P})) \)
(10) \( \text{THEN BEGIN} \)
(11) \( \lambda' := \lambda_k + (\alpha_k(p(i), i) - \alpha_k(\tilde{P}))/\beta_k(\tilde{P}) - \beta_k(p(i), i)); \)
(12) \( \text{IF } (\lambda' < \lambda_{k+1}) \)
For a subinterval $J$, the parametric residual capacities of all arcs remain linear functions. The parametric residual network is defined for subintervals of the parameter values where the parametric residual static network is denoted by $\tilde{G}_k$. In k-th step of the PAPMF, the SAPD procedure computes the parametric residual static network $\tilde{G}_k$ where $\tilde{r}_k(i,j,\lambda) = \alpha_k(i,j) + (\lambda - \lambda_k) \cdot \beta_k(i,j)$, with $\alpha_k(i,j) = \tilde{\alpha}(i,j) + \lambda \beta(i,j)$, $\beta_k(i,j) = \tilde{\beta}(i,j)$ and computes the shortest augmenting directed path $\tilde{P}$ in network $\tilde{G}_k$. The RCCADP procedure computes $\tilde{r}_k(\tilde{P},\lambda), \tilde{\lambda}_{k+1}$ and alters $\alpha_k(i,p(i)), \beta_k(i,p(i)), \alpha_k(p(i),i), \beta_k(p(i),i)$. Obviously in $\tilde{G}_k$ we have $\tilde{r}_k(\tilde{P},\lambda) = \alpha_k(\tilde{P}) + (\lambda - \lambda_k) \beta_k(\tilde{P})$.

**Theorem 3.2 (Theorem of Correctness)**. The partitioning algorithm for the parametric maximum flow computes correctly a parametric maximum flow for $\lambda \in [0, \Lambda]$ in the parametric static network $G = (N, A, h\), i,j)$.

**Theorem 3.3 (Theorem of Complexity)**. The partitioning algorithm for the parametric maximum flow runs in $O(Kn^3m)$ time, where $K+1$ is the number of $\lambda$ value in the set $\mathcal{B}$ at the end of the algorithm.

We remark the fact that the maximum flow problem in the non-parametric static network can be solved in $O(nm)$ time (see [7]).

**4. The maximum flow in parametric dynamic networks**

A dynamic network $G_h = (N, A, h, \bar{u}_h)$ for which the upper bounds $\bar{u}(i, j, t)$ of some arcs $\{i, j\} \in A$ are functions of a real parameter $\lambda$ is referred to as a parametric dynamic network and is denoted by $G_h = (N, A, h, \bar{u}_h)$. The parametric upper bound (capacity) function $\bar{u}_h : A \times H \times I \rightarrow \mathbb{R}^+$ is defined by relation

$$\bar{u}_h(i,j,t;\lambda) = u_{oh}(i,j,t) + \lambda U_h(i,j,t), \ (i,j) \in A, \ t \in H, \ \lambda \in I,$$

(4.1)

The upper bounds $U_h(i,j,t)$ must satisfy the constraint

$$U_h(i,j,t) \geq -u_{oh}(i,j,t)/\Lambda, \ (i,j) \in A, \ t \in H.$$

The maximum flow problem in parametric dynamic network $G_h$ is to compute flow function $f_h : A \times H \times I \rightarrow \mathbb{R}^+$ that satisfies the following constraints:
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\[
\sum_{t=0}^{T} \left( \sum_{j} \bar{f}_h(i, j; t; \lambda) - \sum_{k} \sum_{\tau} \bar{f}_h(k, i; \tau; \lambda) = \bar{v}_H(\lambda), i = 1 \right) \tag{4.2.a}
\]

\[
\sum_{j} \bar{f}_h(i, j; t) - \sum_{k} \sum_{\tau} \bar{f}_h(k, i; \tau; \lambda) = 0, i \neq 1, n, t \in H \tag{4.2.b}
\]

\[
\sum_{t=0}^{T} \left( \sum_{j} \bar{f}_h(n, j; t) - \sum_{k} \sum_{\tau} \bar{f}_h(k, n; \tau; \lambda) = -\bar{v}_H(\lambda), i=n \right) \tag{4.2.c}
\]

\[
0 \leq \bar{f}_h(i, j; t; \lambda) \leq \bar{u}_h(i, j; t; \lambda), (i, j) \in A, t \in H, \lambda \in I \tag{4.3}
\]

\[
\max \bar{v}_H(\lambda), \lambda \in I \tag{4.4}
\]

where \(\bar{f}_h(i, j; t; \lambda) = 0, (i, j) \in A, t \in \{T - h(i, j; t) + 1, ..., T\}, \lambda \in I\).

In network \(\bar{G}_h = (N, A, h, \bar{u}_h)\) we consider the following assumption: if \((i, j) \in A\) then \((j, i) \in A\). This assumption is non-restrictive because if \((i, j) \in A\) and \((j, i) \notin A\) we consider that \((j, i) \in A\) with \(u_h(j, i; \theta; \lambda) = 0, \theta = t + h(i, j; t), t \in H, \lambda \in I, h(j, i; \theta) = -h(i, j; t)\), if \(0 \leq t \leq T - h(i, j; t)\) and \(h(j, i; \theta) = \infty\), if \(T - h(i, j; t) + 1 \leq t \leq T\).

For the maximum flow in parametric dynamic network problem, the parametric dynamic residual capacities with respect to given flow \(\bar{f}_h\) are defined as follows:

\[
\bar{r}(i, j; t; \lambda) = \bar{u}_h(i, j; t; \lambda) - \bar{f}_h(i, j; t; \lambda) + \bar{f}_h(j, i; \theta; \lambda), (i, j) \in A, t \in H, \lambda \in I \tag{4.5}
\]

The parametric dynamic residual network with respect to given flow \(\bar{f}_h\) is defined as \(\tilde{G}_h = (N, A, \tilde{r}_h)\), where \(A = \{(i, j) \in A, \bar{r}_h(i, j; t; \lambda) \geq 0, t \in H, \lambda \in I\}\).

There are at least two approaches for solving the maximum flow in parametric dynamic network problem. The first approach consists in applying a classical parametric flow algorithm (see [4, 8, 9]) in the parametric reduced expanded network \(\bar{G}'_H = (N'_H, A'_H, \bar{u}'_H)\) which is constructed similarly with construction of the network \(G'_H = (N'_H, A'_H, u'_H)\) in Section 2. In this section we use the algorithm presented in Section 3. The second approach, consists in applying a parametric flow algorithm in dynamic network.

The **Algorithm for the Maximum Parametric Dynamic Flow (AMPDF)** is presented in Figure 4.1.

1. **AMPDF**
2. **BEGIN**
3. **construct the network \(\bar{G}'_H\)**;
4. **apply the PAPMF in network \(\bar{G}'_H\)**;
5. **END.**

Figure 4.1. Algorithm for maximum parametric dynamic flow (AMPDF)

**Theorem 4.1 (Theorem of Correctness).** The algorithm for maximum parametric dynamic flow computes correctly a maximum flow in parametric dynamic networks.
Proof. This theorem results from the fact that the maximum parametric dynamic flow problem on a parametric dynamic network $\bar{G}_h = (N, A, h, u_h)$ is equivalent to the maximum static flow problem on parametric static network $\bar{G}'_H = (N'_H, A'_H, u'_H)$ and Theorem 3.2.

Theorem 4.2 (Theorem of Complexity). The algorithm for maximum parametric dynamic flow runs in $O(KT^3n^2m)$ time, where $K+1$ is the number for $\lambda$ values at the end of the algorithm.

Proof. From Theorem 3.3 we have that the algorithm runs in $O(K(n'_H)^2m'_H)$. From Section 2 we obtain $n'_H = O(nT)$ and $m'_H = O(mT)$. Therefore we obtain that algorithm runs in $O(KT^3n^2m)$ time.

5. Example

The parametric dynamic network is presented in Figure 5.1.a and time horizon being set to $T=3$, therefore $H=\{0, 1, 2, 3\}$.

\begin{table}[h]
\begin{tabular}{|c|c|c|c|}
\hline
$a_k = (i, j)$ & $h(a_k; t)$ & $u_0h(a_k; t)$ & $U_h(a_k; t)$ \\
\hline
$a_1 = (1, 2)$ & \begin{align*}
1, & \quad t = 0 \\
2, & \quad t \geq 1
\end{align*} & 4 & 4 \\
\hline
$a_2 = (1, 3)$ & \begin{align*}
1, & \quad 0 \leq t < 2 \\
2, & \quad t \geq 2
\end{align*} & \begin{align*}
9, & \quad 0 \leq t < 2 \\
6, & \quad t \geq 2
\end{align*} & -4 \\
\hline
$a_3 = (2, 3)$ & 1 & 3 & -2 \\
\hline
$a_4 = (2, 4)$ & \begin{align*}
1, & \quad 0 \leq t < 2 \\
2, & \quad t \geq 2
\end{align*} & 4 & 2 \\
\hline
$a_5 = (3, 4)$ & \begin{align*}
2, & \quad 0 \leq t < 2 \\
1, & \quad t \geq 2
\end{align*} & 8 & \begin{align*}
0, & \quad 0 \leq t < 2 \\
-2, & \quad t \geq 2
\end{align*} \\
\hline
\end{tabular}
\end{table}

Figure 5.1. The parametric dynamic network $\bar{G}_h$.

The transit times $h(i,j;t)$ and the parametric dynamic upper bounds (capacities) $u_h(i,j;t;\lambda) = u_0h(i,j;t)+\lambda U_h(i,j;t)$ for all arcs in $\bar{G}_h$ are indicated in Figure 5.1.b. The interval of parameter $\lambda$ values is set $[0,1]$, i.e., $\Lambda=1$. 

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{parametric_digraph.png}
\caption{The parametric dynamic network $\bar{G}_h$.}
\end{figure}
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The parametric superextended network $\bar{G}_H^* = (N_H^*, A_H^*, \bar{u}_H^*)$ is presented in Figure 5.2.

![Figure 5.2. Parametric time super extended network $\bar{G}_H^* = (N_H^*, A_H^*, \bar{u}_H^*)$.](image)

The parametric reduced expanded network $\bar{G}_H' = (N_H', A_H', \bar{u}_H')$ is presented in Figure 5.3.

![Figure 5.3. Parametric time reduced network $\bar{G}_H' = (N_H', A_H', \bar{u}_H')$.](image)

We have:

- $\bar{u}_H'(1^{'}, 1_0; \lambda) = \bar{u}_H(1^{'}, 1_1; \lambda) = \bar{u}_H(4_2, 4'; \lambda) = \bar{u}_H(4_3, 4'; \lambda) = \infty$, $\bar{u}_H(1_0, 2_1; \lambda) = 4 + 4\lambda$, $\bar{u}_H(1_0, 3_1; \lambda) = 9 - 4\lambda$, $\bar{u}_H(1_1, 3_2; \lambda) = 9 - 4\lambda$, $\bar{u}_H(2_1, 3_2; \lambda) = 3 - 2\lambda$, $\bar{u}_H(2_1, 4_2; \lambda) = 4 + 2\lambda$, $\bar{u}_H(3_1, 4_3; \lambda) = 8$, $\bar{u}_H(3_2, 4_3; \lambda) = 8 - 2\lambda$, $\lambda \in [0, 1]$. 

Applying the PAPMF in network $\tilde{G}'_H$ we obtain the results which are synthetically indicated in table from Figure 5.4.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$[\lambda_k, \lambda_{k+1}]$</th>
<th>$\tilde{F}'$</th>
<th>$r(\tilde{F}'; \lambda)$</th>
<th>$\tilde{v}'(\lambda)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$[0, 1/4]$</td>
<td>$(1', 1_0, 2_1, 4_2, 4')$</td>
<td>$4 + 2\lambda$</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$(1', 1_0, 3_1, 4_3, 4')$</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$(1', 1_1, 3_2, 4_3, 4')$</td>
<td>$8 - 2\lambda$</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>$[1/4, 1/2]$</td>
<td>$(1', 1_0, 2_1, 4_2, 4')$</td>
<td>$4 + 2\lambda$</td>
<td>21 - 4\lambda</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$(1', 1_0, 3_1, 4_3, 4')$</td>
<td>$9 - 4\lambda$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$(1', 1_1, 3_2, 4_3, 4')$</td>
<td>$8 - 2\lambda$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$[1/2, 1]$</td>
<td>$(1', 1_0, 2_1, 4_2, 4')$</td>
<td>$4 + 2\lambda$</td>
<td>21 - 4\lambda</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$(1', 1_0, 3_1, 4_3, 4')$</td>
<td>$9 - 4\lambda$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$(1', 1_1, 3_2, 4_3, 4')$</td>
<td>$9 - 4\lambda$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$(1', 1_0, 2_1, 3_2, 4_3, 4')$</td>
<td>$2\lambda - 1$</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.4. Results of PAPMF in network $G'_H$

The flow $\tilde{f}'$ is obtained from $r(\tilde{F}'; \lambda)$ functions of parameter $\lambda$.

The graph of $\tilde{v}'(\lambda)$ is presented in Figure 5.5.

Figure 5.5 The graph of $\tilde{v}'(\lambda)$
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