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Abstract. Multilinguality is a characteristic that involves the use of more than one
natural language in automatic speech recognition applications. In today’s world, it is a char-
acteristic of a rapidly increasing class of features required by a ”complete” digital assistant,
through means of Automatic Speech Recognition (ASR) systems. In working environments,
where more than one language is in use, the problem of storing and retrieving information
acquires a multilingual dimension. Unfortunately, many languages from developing coun-
tries, or minorities, received very little attention so far. One way of improving this situation is
to do more research on the portability of speech and language technologies for multilingual
applications, especially for under-resourced languages. These problems, as well as that of
processing spoken material in a multilingual low-resource environment, will be briefly cov-
ered in this overview paper.

1. Introduction
Automatic Speech Recognition (ASR) is a broad research area that absorbs many efforts from

many digital signal processing groups, throughout the research community. Availability of very
large on-line corpora has enabled statistical models of language at every level, from phonetics to
discourse. Today, speech recognition systems powered by artificial intelligence (machine learn-
ing) and the latest hardware electronics, are improving dramatically every day and have become
sophisticated enough to not only help commercially (handling phone inquiries at customer call
centers), but have also become part of consumers daily lives: virtual voice assistants on mobile
devices (Siri, Google Now) are used for hands-free text messaging, or even for making dinner
reservations or schedule a meeting via uttered, spontaneous speech.

In today’s world, multilinguality is a characteristic of a rapidly increasing class of features re-
quired by a “complete” digital assistant, through means of Automatic Speech Recognition (ASR)
systems. This fact is most apparent in an increased need for on-the-fly translations and a conse-
quent interest in alternatives to the traditional ways of producing them [1]. But multilinguality
is more than just the automatic translation. Before any ASR system can begin processing raw
audio, the language in which it is written must be identified. This so called Language Identifi-
cation problem is therefore a pressing one, and one which current technology still hasn’t fully
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solved yet, at least not for languages where resources (to build phonetic, acoustic models, etc.)
are scarce (low-resource scenario).

In working environments where more than one language is in use, the problem of storing and
retrieving information from digital multimedia documents acquires a multilingual dimension.
There are however more than 6900 languages in the world and only a small fraction offer the
resources necessary for implementation of Natural Language Processing Techniques (NLP) [2].
Thus, current NLP means are mostly concerned with languages for which large resources are
available or which have suddenly become of interest because of the economic or political scene.
Unfortunately, most languages from developing countries or minorities received only little atten-
tion so far and one way of improving this situation is to do more research on the portability of
speech and language technologies, for multilingual applications, especially for under-resourced
languages. These problems, as well as that of processing spoken material in a multilingual low-
resource environment, will be briefly overviewed in this paper.

Moreover, vast amounts of digital audio data, in many languages, are being created every day
and broadcasted from various sources, hence a pressing need exists for intelligent information
extraction and retrieval methods, independent of the language spoken in these documents. There
are various applications for these methods, from document retrieval containing speech data like
broadcast news, telephone conversations and roundtable meetings to audio query searches. In
recent years, numerous workshops hosted benchmarking initiatives to evaluate new algorithms
for multilingual multimedia access and retrieval, such as MediaEval (2011-2015), or as special
sessions at relevant conferences in the field of speech communication (ZeroSpeech Challenge,
InterSpeech 2015, OpenKWS). Most of these spoken documents are in different languages, some
of those even considered under-resourced in the speech community, hence also a growing need
for an unsupervised method of information extraction and retrieval. In an ideal information
retrieval scenario, the end user should be able to perform open vocabulary search and retrieval in
any language, over a large collection of spoken documents, in a front-end application, with results
being returned in a matter of seconds. For this reason, most audio retrieval systems employ some
sort of pre-indexing of the speech corpus, prior to search, without the advanced knowledge of the
query terms. They make use of unsupervised learning techniques to adapt to the low-resourced
language. Information retrieval and extraction have direct applications in the field of Natural
Language Processing: finding out where textual resources reside and then extracting pertinent
facts from those textual resources.

A typical STD (Spoken Term Detection) system is illustrated in Figure 1 and mainly con-
sists of two components: in the pre-indexing phase, a speech recognition subsystem transcribes
speech signals into intermediate representations, usually word or sub-word lattices, followed by
a detection subsystem that searches for occurrences of the search terms, using a pattern match-
ing or search algorithm (such as DTW - Dynamic Time Warping Algorithm [39]). The detection
subsystem comprises of (i) a term detector that searches the indexed content for all potential oc-
currences of a search term, and (ii) a decision making component that determines if a potential
occurrence is reliable enough to be hypothesized as a term match.

The remainder of this paper will be devoted, in the second chapter, to a more in-depth dis-
cussion of current research directions regarding multilingual systems and ways of intelligently
extracting information out of low-resourced, multilingual databases.
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Fig. 1. Illustration of a typical STD (Spoken Term Detection) system, where the US NIST Tool
is used to evaluate system performance. Adapted from [10].

2. Multilingual Spoken Content Recognition and Retrieval
State-of-the-art ASR systems typically use Hidden Markov Models (HMMs) or Deep Neural

Networks (DNNs) and usually build on three components: acoustic-phonetic models, language
model and a lexicon. If at least one of these components is multilingual, we refer to the whole
system as a multilingual ASR system.

Multilingual language models are particularly useful when the speaker switches between lan-
guages (code-switching) or when the spoken language is unknown prior to decoding. Language
models are normally trained on large amounts of text data. If text corpora from multiple lan-
guages are merged to estimate a multilingual language model, a language switch is in principle
allowed at any time [3]. More restrictive approaches only allow language switches at common
pause models [4]. Even though ASR systems with multilingual language models allow to im-
plicitly identify the spoken language, if the spoken language is known apriori, usually the speech
recognition performance is lower compared to ASR systems with monolingual language models,
as shown in [5].

In a similar way, acoustic models can be trained on speech data from multiple languages.
The main ndings of multilingual acoustic modeling studies such as [6, 7], can be generalized as
follows [8]:

• If there is not enough training data (more than 100 hours), multilingual acoustic models
perform worse than monolingual ones.

• The effect is more pronounced if data from more diverse languages are merged during
training.

• Such systems have a high practical value, especially when little or no data exists in a
particular language (low resourced scenario).

To model variability in the speech recordings, the acoustic models need to be trained on
large amounts of acoustic data. Data collection involves large amounts of manual work, not only
in time for the speakers to be recorded, but also for annotation of the subsequent recordings.
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Therefore, developing ASR systems from scratch for a given language is expensive, and one
of the main barriers in porting current systems to many languages is the large amount of data
usually needed to train the models of current recognizers. On the other hand, large databases
already exist for many languages and acoustic model training may in principle benet from data in
languages other than the target language, assuming that all sounds produced by speakers across
languages share a common acoustic space.

The problem of multilingual access to text databases can be seen as an extension of the gen-
eral information retrieval (IR) problem. How does one retrieve documents containing expres-
sions which do not exactly match the language or those found in the uttered query? Automatic
characterization, in which the software attempts to duplicate the human process of “reading” is
a very difficult problem. More specifically, “reading” involves attempting to extract information,
both syntactic and semantic from the language, then using it to decide whether each document is
relevant or not to a particular request. The difficulty is not only knowing how to extract the in-
formation, but also how to use it to decide relevance. Recent usage of “deep neural approaches”
for Natural Language Processing brought “sentence meaning from the meanings of words and
phrases” [9], and outperformed the classical statistical state-of-the-art systems on a variety of
NLP tasks.

Many Natural Language Processing techniques have been used in Information Retrieval, such
as stemming, part-of-speech tagging, compound recognition, de-compounding, chunking, word
sense disambiguation, DTW etc [43]. It is interesting to see how these NLP techniques can
be tailored to retrieve spoken documents from audio content, or discover word reoccurrences
in a given audio corpus, as this might give a deeper level of understanding to an ASR system.
Take, for example, Apple Siri or newly launched Microsoft Cortana. They are able to recognize
speech, analyze it and then retrieve an answer to a question, and they are able to answer questions
such as “how is the weather today?” or “when is my meeting scheduled for today?”. This was
not possible without document retrieval and processing techniques, and lately this has become a
major interest topic in the speech community.

Regarding unsupervised multilingual processing, a number of content-based retrieval meth-
ods have been explored, including topic detection and tracking, spoken term detection, spoken
document retrieval, spoken term discovery and so forth. Research in these directions was sup-
ported by multiple evaluation campaigns. In 2006, the U.S. National Institute of Standards and
Technology (NIST) created the STD (Spoken Term Detection) evaluation toolkit to facilitate re-
search and development of technology for retrieving information from speech data [10]. In recent
years, numerous workshops hosted benchmarking initiatives to evaluate new algorithms for mul-
timedia access and retrieval, such as MediaEval (MediaEval, 2011-2015), or as special sessions at
relevant conferences in the field of speech communication (ZeroSpeech Challenge, InterSpeech
2015, OpenKWS).

In the following section we look at two similar approaches for audio retrieval and discovery
of speech related data (words reoccurrences, speech queries), in the context of under resourced
languages. As opposed to the ASR task, there is no general way to evaluate such systems, and due
to this fact, many researchers attended or submit their systems to popular evaluation campaigns,
in the spoken document retrieval domain: The Zero Resource Speech Challenge [11], the first
unified benchmark for zero resource speech technology and MediaEval 2015 QUESST - Query
by Example Search on Speech Task [12]. The ZeroSpeech 2015 evaluation campaign targets the
unsupervised discovery of linguistic units from raw speech in an unknown language. The idea
behind this challenge is to push the envelope on the notion of flexibility in speech recognition
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systems by setting up the rather extreme situation where a whole language has to be learned
from scratch [11]. The Query by Example Search on Speech Task (QUESST) at MediaEval
2015 involves searching for audio speech content within audio content, using an audio content
query, independent of the language. This task is particularly interesting for speech researchers
in the area of spoken term detection or zero/low-resource speech processing, therefore requires
researchers to build a language-independent audio-within-audio search system [12].

Sections to follow get into more detail about current approaches to solve each task, from
multilingual systems to unsupervised processing of unknown speech.

2.1. Multilingual Speech Recognition
The process of determining the language of a speech utterance is called Language Identica-

tion (LID). LID describes the question of “which language is being spoken”? In a multilingual
environment this information can then be exploited in various ways to recognize what was said.
This task can be very challenging: it has to take into account various language-specic aspects,
such as phonetic, vocabulary and grammar related. In multilingual speech recognition we try
to nd the most likely word sequence that corresponds to an utterance where the language is not
known apriori. This is a considerably harder task compared to monolingual speech recognition
and it is common to use LID to estimate the current language. There are many general approaches
to LID [14]. The rst approach uses “hierarchical multilayer perceptrons” to estimate language
posterior probabilities given the acoustics in combination with hidden Markov models. The sec-
ond approach “evaluates the output of a multilingual speech recognizer” to determine the spoken
language. Different LID theoretical models have been proposed in literature:

• Spectral-similarity approaches: In these approaches several short-term spectra are ex-
tracted from the speech utterances. The spectra of the test utterances are then compared to
those of the training utterances, using a Euclidean or another distance metric. The distant
scores are accumulated and the language with the lowest distance score is selected [13].

• Prosody-based approaches: These approaches are based on pitch estimation and amplitude
contours. They are then normalized to be “insensitive to overall amplitude, pitch and
speaking rate” [13]. The accuracy of prosody-based approaches is highly language pair
specific.

• Phone-recognition approaches: Phone-recognition approaches investigate the phone inven-
tory of an utterance. Language characteristics are extracted based on the temporal order
of the phones. Phono tactic constraints can be used in N-gram analysis to improve the
result. These approaches require phonetically labelled corpora, but typically yield a higher
performance [14].

• Artificial Neural Networks approaches: such methods are used to detect patterns that are
not known in advance. This can be seen as a contrast to expert systems that rely on rules
predened by the knowledge worker. [8].

Experiments show that, on a particular data set, LID can be used to significantly improve the
performance of multilingual speech recognizers. Also, ASR dependent LID approaches yield
the best performance due to higher-level cues and in general systems perform much worse on
non-native data [14].
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Other approaches can also be found in literature. In [15] the authors present a technique to
vary the acoustic resolution of a phone decoder in LID by selecting the optimum set of phones.
In [16] the authors describe how to build a Vietnamese and a Czech ASR system from scratch
without any transcribed audio data. They use cross-language transfer from other languages, unsu-
pervised training based on the “multilingual A-stabil” confidence score and bootstrapping. This
approach is especially appropriate for under-resourced languages. Speech adaptation for non-
native speech is a common way to improve ASR performance. Typical acoustic model adapta-
tion techniques are Maximum Likelihood Linear Regression (MLLR) and Maximum a Posteriori
(MAP) adaptation [44].

A possible approach to build a complete functional multilingual ASR system, for known lan-
guages, is to setup one system starting from those multiple languages. To recognize the language
being spoken we require information about how to discriminate between languages, such as pho-
netic, phono tactic, vocabulary and grammar information, in order to bias towards the needed
language. For this task, one can extract acoustic features and classify them by using hierarchical
Multilayer Perceptrons (MLP). In a rst step, phone class posteriors are retrieved, then used to
compute language posterior probabilities. The language posteriors from the MLPs are used as
emission probabilities of a Hidden Markov Model that provides us with the correct timing. Dif-
ferent back-end metrics are presented and the systems are evaluated in terms of accuracy [14].
The LID results can then be used to choose from a set of monolingual speech recognizers, or
to combine monolingual phone class posteriors for a multilingual speech recognizer. Further-
more, code-switches can effect the performance of a multilingual ASR system. A code-switch
is a situation where one speaker changes the language during an utterance. It is a very common
phenomenon in multilingual speaker communities. There has been a lot of research on a lin-
guistic level on the nature of code-switches as well as the reason for speakers to use them [17],
but relatively few studies have addressed the impact a code-switch situation has, on the overall
speech recognition performance.

Multiple improvements and different approaches to this multilingual model were introduced,
as it has been found to be very difficult to improve over separately trained systems. The usual
approach has been to use some kind of “universal phone set” that covers multiple languages.
In [18] authors report experiments on a different approach to multilingual speech recognition, in
which the phone sets are entirely distinct but the model has parameters not tied to specific states
that are shared across languages. A model called a “Subspace Gaussian Mixture Model” is used,
where states distributions are Gaussian Mixture Models with a common structure, constrained
to lie in a subspace of the total parameter space. The parameters that define this subspace can
be shared across languages. They obtained substantial WER improvements with this approach,
especially with very small amounts of training data, from an individual language.

In [19] the authors perform language identification experiments for four prominent South-
African languages using a multilingual speech recognition system. Specifically, they show how
successfully Afrikaans, English, Xhosa and Zulu may be identified using a single set of HMMs
and a single recognition pass, further demonstrate the effect of language identification specific
discriminative acoustic model training on both the per language recognition accuracy as well as
the accuracy of the language identification process.

With the increasing availability of high amounts of processing power (the cloud model), Neu-
ral Network approaches are becoming more and more popular. In this context, it is of paramount
importance to train accurate acoustic models for many languages within given resource con-
straints such as data, processing power, and time. Neural networks lend themselves naturally
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to parameter sharing across languages, and distributed implementations have made it feasible to
train large networks. In [20], the authors present experimental results for cross and multi-lingual
network training of eleven languages, on over 10k hours of data in total. Cross-lingual training
shares resources between languages when similarities can be found, for example, at acoustical
or language level, where multi-lingual training treats each language individually. The average
relative gains over the monolingual baselines are between 4% / 2% (data-scarce/data-rich lan-
guages) for cross and 7% / 2% for multi-lingual training. However, the additional gain from
jointly training the languages on all data comes at an increased training time of roughly four
weeks, compared to two weeks (monolingual) and one week (cross lingual). This large-scale
experiment was enabled by a highly distributed software framework for deep neural networks, at
Google, and seem to be the future for further advances in the multilingual department.

2.2. Multilingual Spoken Term Discovery

Multilingual Spoken term discovery systems identify recurring speech fragments from the
raw speech, without any knowledge of the language at hand [21], to build classes of similar
speech fragments. Current approaches to spoken term discovery rely on variants of dynamic
time warping (DTW) to efficiently perform a search within a speech corpus, with the aim of
discovering occurrences of repeating speech (further called terms or motifs) [21–23]. Applica-
tions employing automatically discovered terms have quickly appeared, having a wide focus,
ranging from topic segmentation to document classification [24] or spoken document summa-
rization [25]. The research community has worked towards improving the unsupervised term
discovery process through different methods. Among the various approaches proposed, we men-
tion the use of linguistic information in the input features [23,26], the optimization of the search
process [27], or the introduction of linguistic constraints during DTW search [28].

Since spoken term discovery works in an unsupervised manner, the extraction of informa-
tive features is an important aspect. Zhang and colleagues [26] were the first to explore the use
of Gaussian posteriorgram representations for unsupervised discovery of speech patterns. They
demonstrated the viability of using their approach, by showing that it provides significant im-
provement towards speaker independence. They showed that for one of their system settings, the
posteriorgrams always outperformed the Mel Frequency Cepstral Coefficients (MFCC) features.
In [29] the authors approach the task by exploiting top-down information. They generate word-
like pairs using an unsupervised term discovery system, then use the found matches as input to
a neural network, in an effort to find a representation that brings the matches close together in
the feature space. The results of this approach seem to consistently beat the baseline, in one case
producing the best score in recent benchmark campaigns. In [30] the authors use features that are
derived from a previously trained speech synthesis system for languages without a writing sys-
tem. They compare features that are based on a cross-lingual phonetic system with features from
segment-based inferred phones, using articulatory features derived directly from the acoustics.
While this system uses side-information gleaned from a partially supervised system, it provides
an intriguing insight into what is possible with articulatory features, which have been proven to
be useful in supervised settings [31]. Finally, another interesting approach [32] proposes two
auto-encoder variants (binary auto-encoders and hidden-markov-model encoders) to learn very
compact representations of the input features. This results in representations that perform better
than MFCCs with only six features.
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2.3. Multilingual Spoken Term Detection

The Spoken Term Detection task is similar to the discovery one, only here, a query term is
searched into a multilingual audio database. If Spoken Term Discovery can be compared with
a library, where every book is classified in similar domains automatically, then Spoken Term
Detection task is the search part, where the correct book is retrieved from this massive index.

As with most current web applications and search engines, end users expect good perfor-
mance when it comes to front-end interaction. They should be able to instantly search and re-
trieve spoken documents, in any language, over a large collection of audio documents. It is why
most systems that need to search over large quantities of data employ some sort of pre-indexing,
prior to searching, and this rationale is also applied to audio based search systems. Thus, a typical
STD system mainly consists of two components: in the pre-indexing phase, a speech recognition
subsystem transcribes speech signals into intermediate representations, usually word or sub-word
lattices, followed by a detection subsystem that searches for occurrences of the search terms, us-
ing a pattern matching or search algorithm (such as DTW). The later subsystem comprises (i) a
term detector that searches the indexed content for all potential occurrences of a search term, and
(ii) a decision making component that determines if a potential occurrence is reliable enough to
be hypothesized as a term match.

Much of the prior work, done to date, focused on languages and domains where transcribed
speech and phonetic lexicon resources are widely available. Thus, they relied on large amounts
of training data, including recordings (for acoustic modeling) and text data (for language mod-
eling) in the target languages. As such, the best current methods make heavy use of word-based
speech recognition during the indexing process to build word lattices. The good accuracy of the
ASR systems for high-resourced languages has also assured a high quality STD. As such, these
systems have some constraints, and assume well-trained recognizers for the input language, with
a search vocabulary to be well covered by the language models used during indexing. Hence,
recent efforts are concentrated mainly on handling Out-Of-Vocabulary (OOV) words for which
the pronunciation is unknown and the language model is unavailable [33, 34].

Regarding multilingual spoken term detection systems, there are a few previous studies [37,
38]. The first study uses an “out-of-language module based on confidence measures”, to detect
only the English speech segments. The latter study proposes a method for a “switch between
Chinese and English languages using code-switched lattice-based structures for word/subword
units”. An alternative proposed solution is to build acoustic and language models that are shared
across languages, like the study in [37] shows. Less work has been done involving methods
for speech search by example. The authors in [37] proposed a “query-by-example approach
to multilingual Spoken Term Detection” for under-resourced languages, based on ASR. This
approach overcomes the main difficulties met under these conditions, providing “a new method
for building multilingual acoustic models with few annotated data”.

Many state of the art systems also make use of “phonetic search and data fusion techniques”,
to compensate for under-resourced language scenario. Widely used nowadays are approaches
based on “subword units (phones)”, to try and solve the out-of-vocabulary issue (OOV scenario).
In this case, “subword representations of search terms are searched for within subword lattices”,
that are generated by a subword-based Automatic Speech Recognition system. Authors in [18,35,
36] made a significant breakthrough with a similar mechanism, using phonetic units for content
based retrieval from speech, through a method of confusion networks applied to phones, finally
outperforming lattice-based methods especially for out-of-vocabulary queries. Using data fusion
techniques to combine results from diverse ASR systems, one can further improve robustness
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across a variety of talkers, channels, environments and target terms. One good example is the
system developed by [40]. The submitted system involves “dynamic time warping and symbolic
search based approaches”. The final submitted system was obtained by fusing 66 systems from 3
groups. Various other Hybrid approaches which fuse word and subword approaches at the lattice
level have also been proposed in [41, 42].

3. Conclusion
This paper offered an overview of current multilingual approaches to spoken language recog-

nition, with an extension to recent hot topics in the research community: Spoken Term Detection
and Discovery, which helps extend the multilingual domain to under-resourced languages, where
there are not enough resources to build reliable statistical models, in order to train reference
models. Spoken Term Detection techniques are recommended for scenarios where information
about the language is known and resources to build limited acoustic and language models are
available. In other scenarios, where little or nothing is known about the language, Spoken Term
Discovery might be the only way to extract some knowledge about the spoken documents (like
similar speech fragments). Multilingual speech processing has been a topic of ongoing interest
in the research community for many years, and the field is now receiving renewed interest. Re-
cent developments, mentioned throughout the paper, confirm this trend. With this information
at hand, further research directions are starting to focus on the development and addition of a
deeper level of understanding, as the aim is to not only to recognize speech in any language, but
also to extract the meaning and intent of what has been said, enabling multilingual voice driven
systems as a whole to react in an intelligent way, appropriate to the user’s needs.
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